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Abstract. It is known that the cop number c(G) of a connected graph G can be bounded
as a function of the genus of the graph g(G). The best known bound, that c(G) ⩽⌊
3g(G)

2

⌋
+ 3, was given by Schröder, who conjectured that in fact c(G) ⩽ g(G) + 3. We

give the first improvement to Schröder’s bound, showing that c(G) ⩽ 4g(G)
3 + 10

3 .

§1. Introduction

The game of cops and robbers was introduced independently by Nowakowski and Winkler
[9] and Quillot [10]. The game is a pursuit game played on a connected graph G = (V,E)

by two players, one player controlling a set of k ⩾ 1 cops and the other controlling a robber.
Initially, the first player chooses a starting configuration (c1, c2, . . . , ck) ∈ V k for the cops
and then the second player chooses a starting vertex r ∈ V for the robber. The game then
consists of alternating moves, one move by the cops and then a subsequent move by the
robber. For a cop move, each cop may move to a vertex adjacent to his current location, or
stay still, and the same goes for a subsequent move of the robber. Note that each cop may
change his position in a move, and that multiple cops may occupy the same vertex. The
first player wins if at some time there is a cop on the same vertex as the robber, otherwise
the robber wins. We define the cop number c(G) of a graph G to be the smallest number
of cops k such that the first player has a winning strategy in this game.

Bounding the cop number c(G) in terms of invariants of the graph G is a well-studied
problem (see for example [2]). Of particular interest is Meyniel’s Conjecture that c(G) =
O(

√
n) holds for every graph G on n vertices. Currently the best known bound is

c(G) = O
( n

2(1−o(1))
√
logn

)
proved independently by Frieze, Krivelevich and Loh [4], Lu and Peng [6], and Scott and
Sudakov [13].

In another direction, the cop number has been studied with regard to topological prop-
erties of the graph (see [3] for a recent survey). As an early example of this Aigner and
Fromme [1] showed that every planar graph has cop number at most three. For a general-
isation of this result, consider graphs with bounded genus. Given a graph G let us write
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g(G) for the genus of G, that is, the smallest k such that G can be drawn on an orientable
surface of genus k without crossing edges. For g ∈ N we define

c(g) := max{c(G) | g(G) = g}.

Using similar ideas to [1], Quillot [11] showed that c(g) ⩽ 2g + 3. These methods were
refined by Schröder to give the following bound, which is currently the best known.

Theorem 1.1 (Schröder [12]). For every g ∈ N, we have

c(g) ⩽
⌊
3g

2

⌋
+ 3.

These proofs all hinge on the same basic idea that a single cop can ‘guard’ a geodesic
path in the graph G. Broadly, the strategy is to inductively find collections of geodesic
paths (initially in G, but later in some subgraph, to which the cops have restricted the
robber) such that, if we delete these paths, then each component has strictly smaller genus
than before. After a fixed number of steps the robber is restricted to a planar graph, in
which three further cops can catch him by the result of Aigner and Fromme.

In Quillot’s proof, two cops are needed to restrict the robber to a subgraph whose genus
is strictly smaller than that of the original graph. Schröder’s improvement was to find a
strategy such that three cops could be used to reduce the genus by at least two. Perhaps
the best we could hope for with a similar strategy would be to use a single cop to reduce
the genus of the graph by one, and motivated by this Schröder conjectured the following
bound.

Conjecture 1.2 (Schröder [12]). For every g ∈ N, we have

c(g) ⩽ g + 3.

We improve Quillot’s and Schröder’s proof idea by presenting a strategy in which either
4 cops can reduce the genus by at least 3, or 8 cops can reduce the genus by at least 6, or
otherwise 12 cops can reduce the genus by at least 9. Correspondingly, our main result of
this paper improves the bound in Theorem 1.1 as follows:

Theorem 1.3. For every g ∈ N, we have

c(g) ⩽ 4g

3
+

10

3
.

In order to prove Theorem 1.3 we will introduce an auxiliary topological game, and
relate this game to the cops and robber game. More precisely, given a compact connected
orientable surface S, the topological game yields a value v(S) ∈ N ∪ {∞}, and we show
that if a graph G can be drawn on S, then c(G) ⩽ v(S) + 1. Thus, to prove Theorem 1.3,
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it would be sufficient to bound from above the score of a compact connected orientable
surface S of genus g in an appropriate manner. In fact, we are able to find the exact value
of such a surface, up to a small additive constant.

Theorem 1.4. Let S be a compact connected orientable surface of genus g. Then
4g

3
+ 2 ⩽ v(S) ⩽ 4g

3
+

10

3
.

We note that, Theorem 1.3 does not quite follow directly from Theorem 1.4, since we
can only show that c(G) ⩽ v(S)+1. However, with a more careful analysis of our strategy
we can improve the constant term.

So far, Schröder’s conjecture is only known to be true for g ⩽ 3, see [5]. The only known
exact values for c(g) are c(0) = 3 due to Aigner and Fromme [1], and c(1) = 3 due to a
recent result by Lehner [5]. The latter result shows that there are values of g for which the
bound in Schröder’s conjecture is not tight, and raises the question whether the bound is
asymptotically optimal.

In fact, it is not clear whether there is even a linear lower bound. The only reference to
non-trivial lower bounds for c(g) in the literature that we could find come from the survey
paper of Bonato and Mohar [3] who give the following lower bound, which comes from a
random construction of Mohar [7].

Theorem 1.5 (Mohar).
c(g) ⩾ g

1
2
−o(1).

Mohar also goes on to conjecture that this bound is essentially tight

Conjecture 1.6 (Mohar [7]). For every ϵ > 0 there exists g0 such that, for every g ⩾ g0

g
1
2
−ϵ < c(g) < g

1
2
+ϵ.

§2. Topological background

Throughout this section let S be a compact connected orientable surface. By the clas-
sification theorem for compact surfaces, S is homeomorphic to Tn (the n-fold torus) with
a finite number of holes (i.e. a finite number of non-touching open disks D1, . . . , Dk ⊂ Tn

removed). The genus of S is defined as the genus of Tn (which is n by definition), and the
boundary ∂(S) of S consists of the k simple closed curves ∂Di for i ∈ [k] if k ̸= 0.

Next, we fix some terminology for the operation of cutting and pasting surfaces along a
particular class of arcs and closed curves. Both procedures are completely standard and
well-known. Still, it seems desirable to isolate and state precisely which topological facts
we will need for the remainder of the paper.
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!

A

Figure 2.1. An orientable surface S of genus 3 with 4 boundary compo-
nents and a dashed x-y cutline A.

Any non-trivial connected subset of ∂S will be called a boundary arc or a ∂-arc of S.
Clearly, any ∂-arc will either be homeomorphic to an arc or a simple closed curve.

Given two points x, y ∈ S, not necessarily distinct, an x-y cutline is a continuous
function f : [0, 1] → S such that

• f(0) = x and f(1) = y;
• f((0, 1)) ∩ ∂S = ∅
• f is injective except for possibly f(0) = f(1).

Given an x-y cutline f , we will write ∂f for {x, y}. When there is no room for confusion,
it will often be convenient to talk about the image A = f([0, 1]) of an x-y cutline rather
than the function f . In this case ∂A is understood to be ∂f , which would otherwise be
ambiguous in the case where x = y. See Figure 2.1 for a typical such cutline.

Now we introduce the space Cut(S, f) obtained by cutting S along f . Intuitively, cutting
along f will result in two new arcs in the boundary corresponding to the two sides of f .
One way to formalise this intuition is to recall (see e.g. [8, Theorem 3.1.1]) that any surface
is homeomorphic to a triangulated surface, that is, a surface obtained by starting with a
finite collection of triangles and identifying each edge of every triangle with at most one
edge of another triangle (in particular the lengths of edges that get identified coincide).
The boundary of a triangulated surface is the union of all edges that were not identified
with another edge.

Without loss of generality, assume that S is given as a triangulated surface, and that
A = f([0, 1]) is a polygonal arc or closed curve. By passing to a suitable refinement of
the triangulation we may assume that this arc consists of edges of triangles which were
identified.

Definition 2.1. The space Cut(S, f) is obtained from S by un-identifying all edges that
lie in A. We say Cut(S, f) is obtained from S by cutting along A.
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A1 A2

Figure 2.2. The surface Cut(S, f) with two sides A1 and A2, where S and
A are as above has one fewer boundary component.

The pasting map is the map ϕ : Cut(S, f) → S whose restriction to each individual
triangle is the identity. This is a continuous map which is the identity on S \ A.

The preimage of A under ϕ consists of two arcs or closed curves which we will denote
by A1 and A2, cf. Figure 2.2. For later use, for X ⊆ S, let us define Cut(X, f) = ϕ−1(X).

Lemma 2.2. Let S be a compact connected orientable surface, x, y ∈ S, and let f be an
x-y cutline in S. Then Cut(S, f) has at most two connected components, each of which is
a compact orientable surface with boundary.

Proof. The space Cut(S, f) is compact since it is the union of finitely many triangles
and orientable since it is homeomorphic to a subspace of S. Any connected component
of Cut(S, f) is hence a compact orientable triangulated surface with boundary. It only
remains to show that there are at most 2 connected components.

Let A1 and A2 be as in Definition 2.1. Since A1 and A2 are connected, each of them
is contained in a connected component. Any connected component of Cut(S, f) which
contains neither of the two arcs would also be a non-trivial connected component of S,
contradicting the fact that S is connected. □

Note that, in particular, both A1 and A2 are ∂-arcs of the components of Cut(S, f).
The space Cut(S, f) depends on whether the points x and y are distinct, whether they lie
in ∂S or not, and if they both do lie in ∂S, whether they lie in the same component of the
boundary. We will be interested in how this operation changes the boundary and genus of
the surface, and so in the next two lemmas will give a description of what happens in each
of the various cases. Recall that, if we have a triangulation of a surface S with V vertices,
E edges and F faces (i.e. triangles plus boundary cycles), then by Euler’s formula

g(S) = 1− (V − E + F )

2
. (2.1)
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A1
A2

∼=

A2

A1

Figure 2.3. When the x-y cutline f attaches to the same boundary com-
ponent and Cut(S, f) is connected, the cut is genus reducing.

Lemma 2.3. Let S be a compact orientable surface with (perhaps empty) boundary ∂S =

{∂D1, ∂D2, . . . , ∂Dm}. Let x, y ∈ S be such that either x = y, or there exists an i such
that x, y ∈ ∂Di. Let f be an x-y cutline in S and A = f([0, 1]), A1 and A2 be as above. If
x = y ̸∈ ∂S let D = {x}, otherwise let D = Di.

Then the boundary of Cut(S, f) is {∂Dj : Dj ̸= D} ∪ D̂1 ∪ D̂2 where D̂1 consists of the
arc A1 together with one of the components of ∂D \∂f and D̂2 consists of A2 together with
the other component, where if D = {x} these components are both considered to be {x}.

Furthermore, if Cut(S, f) is connected, then its genus is one less than the genus of S,
cf. Figure 2.3. If Cut(S, f) is disconnected, then the sum of the genus of the components
of Cut(S, f) is equal to the genus of S, cf. Figure 2.4.

Proof. The statement about the structure of the boundary is true by construction, using
the observation that the boundary of a triangulated surface consists of those edges that
are not identified with any other edge.

Suppose that A consists of k edges. If Cut(S, f) is connected and x, y ∈ ∂S, then the
bound for the genus follows from (2.1) by noting that compared to S the number of faces
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A1
A2

Figure 2.4. When the x-y cutline f attaches to the same boundary com-
ponent and Cut(S, f) is disconnected.

has increased by one, the number of edges has increased by k, and the number of vertices
has increased by k+1. If x ∈ S̊ (and so x = y) then the number of faces has increased by
two, the number of edges has increased by k and the number of vertices has increased by
k, and the results again follows from (2.1).

Finally if Cut(S, f) is disconnected, with components S ′
1 and S ′

2 then a similar argument
shows that g(S) = g(S ′

1) + g(S ′
2). □

Lemma 2.4. Let S be a compact orientable surface with (perhaps empty) boundary ∂S =

{∂D1, ∂D2, . . . , ∂Dm}. Let x, y ∈ S be such that there is no k with {x, y} ⊆ Dk. Let f
be an x-y cutline in S and A = f([0, 1]), A1 and A2 be as above. If x ̸∈ ∂S let D = {x},
otherwise let D = Di such that x ∈ Di. Similarly, if y ̸∈ ∂S let D′ = {y}, otherwise let
D′ = Dj such that y ∈ Dj.

Then the boundary of Cut(S, f) is {∂Dk : Dk ̸= D,D′}∪ D̂ where D̂ consists of the arcs
A1 and A2 together with ∂D \ ∂f and ∂D′ \ ∂f where if D = {x} or D′ = {y} we let ∂D
and ∂D′ be {x} and {y} respectively.

Furthermore, Cut(S, f) is connected and the genus of Cut(S, f) equals the genus of S,
cf. Figure 2.2.

Proof. As in the proof of the previous lemma, the statement about structure of the bound-
ary is true by construction, the statement about the genus follows from (2.1). □

We shall also need a slight technical extension of Lemma 2.3 which says that in the case
where there exists an i such that x, y ∈ ∂Di then for any component Z of ∂Di \ {x, y}
we can choose an x-y cutline which lies ‘along Z’, so that the component of Cut(S, f)

containing Z is planar.
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Lemma 2.5. Let S be a compact orientable surface with boundary ∂S = {∂D1, ∂D2, . . . , ∂Dm}.
Let x, y ∈ S be such that there exists an i such that x, y ∈ ∂Di and let Z1 and Z2 be the
components of ∂Di \ ∂f .

Then there exists an x-y cutline in S, with A = f([0, 1]), A1 and A2 as above such that
Cut(S, f) has two components

• One of genus 0 whose boundary consists of a cycle formed by A1 and Z1;
• One of genus g(S) whose boundary consist of the ∂Dj for j ̸= i together with a

cycle formed by A2 and Z2.

Proof. Let K be an annulus, that is, a closed disk E with an open disk F removed from
its interior. Let ψ be a homeomorphism from E to Di, and let S ′ be the space obtained
by quotienting S∪̇K by ψ.

It is clear that S ′ is a compact orientable surface with the same number of holes as S,
and so by the classification theorem for compact surfaces there is a homeomorphism Ψ

from S to S ′. Let x̂ = Ψ(x) and ŷ = Ψ(y) and note that x̂, ŷ ∈ ∂E.
There is some x̂-ŷ cutline f̂ in K and by Lemma 2.3 there are two components of

Cut(K, f̂), both of which are planar and one of which doesn’t meet ∂E. We may assume
that this component is the one which contains Ψ(Z1), since there is a homeomorphism of
K exchanging Ψ(Z1) and Ψ(Z2).

If we let f = Ψ−1 ◦ f̂ we see that f is indeed an x-y cutline satisfying the first bullet
point, since the component of Cut(S, f) containing Z1 is just the image of the component
of Cut(K, f̂) containing Ψ(Z1). It then follows from Lemma 2.3 that the second bullet
point is also true. □

§3. Relating cops and robbers to a topological game

3.1. The topological Marker-Cutter game. As announced in the introduction, we
will now introduce a two-player game player on a compact orientable surface S, and then
relate strategies in this topological game on S to cop strategies in the cop and robber
game for graphs embeddable on S.

Definition 3.1 (Topological Marker-Cutter game). The Topological Marker-Cutter game
is a game played by two players, Marker and Cutter, on some compact orientable surface
S. We let S0 = S and X0 = ∅.

In a general turn we have some compact orientable surface with boundary Sk together
with some finite set Xk ⊂ ∂Sk. First, Marker chooses two, not necessarily distinct, points
x and y in Xk ∪ S̊k, where S̊k is the interior of Sk. Cutter responds by choosing an x-y
cutline fk+1 in Sk. Cutter also chooses a component Sk+1 of Cut(Sk, fk+1) and we set
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Xk+1 := ϕ−1(Xk ∪ {x, y}) ∩ Sk+1, where ϕ : Cut(Sk, fk+1) → Sk is the pasting map. Let
Ak+1, A

′
k+1 ⊂ Cut(Sk, fk+1) be the boundary arcs originating from fk+1([0, 1]) in Sk.

In this way a play of the game can be represented by a pair of sequences (fi, Si : i ∈ N)
where each fi is a cutline in Si−1. Given a play of the game (fi, Si : i ∈ N) the set of active
boundary arcs at turn k is

Ak = {Ai : Ai ⊂ ∂Sk} ∪ {A′
i : A

′
i ⊂ ∂Sk},

the set of active indices is Ik = {i : Ai ∈ Ak or A′
i ∈ Ak} and we let ak = |Ik|. Given a

play the score of the game is supi∈N ai, the supremum of the number of active indices at
any turn in the game. Marker’s aim in the game is to minimise the score and Cutter’s
aim is to maximise the score.

For a given surface S let us define

v(S) = min{t : Marker has a strategy to limit the score to at most t}.

If Marker has no strategy bounding the score of the game, then we let v(S) be infinite.

The following lemma follows straightforwardly from Lemmas 2.3 and 2.4.

Lemma 3.2. For a partial play (fi, Si : i ∈ [k]) in the topological Marker-Cutter game we
have the following facts:

• ∂Sk ⊆
∪

i∈[k](Ai ∪ A′
i) ∪ ∂S;

• Every component of ∂Sk is homeomorphic to a cycle and each active boundary arc
B ∈ Ak is a segment of one of these cycles;

• Xk =
∪

B∈Ak
∂B.

3.2. Bounding the cop number in terms of the Marker-Cutter game. We now
show how to transfer a strategy for Marker in the topological Marker-Cutter game on a
surface S to a strategy for the cops in the cops and robbers game on a graph drawn on S.
In this way we will show that Theorem 1.3 follows from Theorem 1.4.

We say that a cop guards a set C of vertices of G if whenever the robber moves to a
vertex of C he is caught by that cop on the next move. For a subgraph H of G, we say that
a cop guards C in H, if she guards C given that the robber only moves along edges of H.
We call C ⊆ V (G) guardable, if there is a strategy for a single cop c in which, after finitely
many steps, c guards C, and for R ⊆ V (G) and H ⊆ G, we call C guardable relative to R
in H, if after finitely many steps, during which the robber stays in R, the cop guards C
in H.

The following lemma, which originates from Aigner and Fromme [1], forms the corner-
stone of essentially all known upper bounds on the cop number of graphs.
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Lemma 3.3 ([1], Lemma 4). For x, y ∈ V (G), the vertex set of any shortest path from x

to y is guardable.

This will also be the only tool we need to give our strategy for the cops. Furthermore,
we remark that the near-optimality of Theorem 1.4 seems to suggest that Theorem 1.3
is perhaps a natural limit, at least asymptotically, to what can be proved using only this
tool.

Lemma 3.4. Let f : G′ → G be a homomorphism of graphs G′ and G, and let C,R ⊂ V (G)

with C∪R = V (G). Assume that every edge incident to R is the image of some edge under
f , and that the restriction of f to f−1(R) is an isomorphism onto R. If f−1(C) is guardable
relative to f−1(R) in G′, then C is guardable relative to R in G.

Proof. Let C ′ = f−1(C) and R′ = f−1(R). Let us denote by r ∈ R the robber’s initial
position, and let r′ = f−1(r). We may assume that the cop is at some position c such that
c′ = f−1(c) exists.

Let us imagine that we have a ‘fake-robber’ at r′ and a ‘fake-cop’ at c′ in G′. Our strategy
for the cop will be to maintain a game state in the fake game such that r′ = f−1(r) and
c′ = f−1(c). By assumption the fake-cop has a strategy which ensures that she guards C ′

in G′ after finitely many steps, assuming the fake-robber stays in R′.
Each time the robber moves in R, since the restriction of f to R′ is an isomorphism

onto R, there is a legal move for the fake-robber which maintains the property that the
fake-robber is at the image of the robber’s location under f−1. Note that, whilst the
robber stays in R, then under this strategy the fake-robber stays in R′.

As a response to this move of fake-robber, fake-cop’s strategy leads her to move some-
where in G′ and, since f is a homomorphism, there is a legal move for the cop in G which
maintains the property that the cop is at the image of the fake-cop’s location under f .
Hence, as long as the robber stays in R, the cop can follow this strategy.

After a finite number of steps following this strategy the fake-cop guards C ′ in G′. We
claim that at this point, by continuing to mirror the strategy of the fake cop, the cop
guards C in G.

Indeed, suppose that after this point the robber moves to a vertex of C. Since V (G) =

R ∪ C, the first time this happens he moves along some edge e = rx, where r ∈ R and
x ∈ C, and so up to this point the robber was in R and so the cop could continue to follow
her strategy. By assumption, e is the image of some edge under f , and so there is x′ ∈ C ′

with f(x′) = x and an edge e′ connecting r′ = f−1(r) to x′.
Hence, the fake-robber at r′ has a legal move to x′ ∈ C ′ in G′. However, since fake-cop

is guarding C ′ relative to R′, it follows that the current position c′ of the fake-cop in G′
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is adjacent to x′. Our strategy guarantees that the cop is at the image of c′ under f , and
since f is a homomorphism it follows that f(c′) is adjacent to f(x′) = x. Hence, the cop
in G can catch the robber on the next move, and thus is guarding C in G. □

In the following definitions, by an arc we always mean a non-trivial arc, i.e. a subspace
homeomorphic to the closed unit interval.

Definition 3.5. Given a graph G = (V,E) and a compact orientable surface S, an em-
bedding of G on S is a map σ such that:

• σ maps distinct vertices of V to distinct points of S;
• σ maps an edge xy ∈ E to a simple σ(x)− σ(y) arc in S;
• No inner point of σ(xy) is the image of a vertex or lies on the image of another

edge.

The genus of a graph G can then be defined as the smallest g such that G has an
embedding on a compact orientable surface S with g(S) = g. It will be more convenient
for us to work with a slightly different notion of embedding graphs on a surface.

Definition 3.6. Given a graph G and a compact orientable surface S, a painting of G on
S is a family P = (Dv : v ∈ V (G)) such that:

• Dv ⊂ S is homeomorphic to a closed disk for each v ∈ V (G);
• If uv ∈ E(G), then Du ∩Dv is a disjoint union of arcs contained in ∂Du ∩ ∂Dv;
• If uv /∈ E(G), then Du ∩Dv = ∅;
• Du ∩Dv ∩Dw = ∅ for any distinct u, v, w ∈ V (G).

Figure 3.1. A graph G and a painting P of G

It is easy to see that a graph has an embedding on a compact surface of genus g if and
only if it has a painting on that surface. Furthermore, a set of closed disks in a surface is a
painting of some graph, if and only if any triple has empty intersection, and the intersection
of any pair is either empty or a disjoint union of arcs contained in the boundary of both.
Indeed, given a set P with these properties, we can define the canonical graph GP of P to
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be the graph with vertex set P and an edge between D and D′ if D ∩D′ ̸= ∅. Note that
any graph that has a painting P is isomorphic to GP .

Given a painting P on a surface S, let FP =
∪

D∈P D. Note that, viewed as a subspace
of S, FP is itself an orientable surface with boundary, and its boundary is a subset of
the union of the boundaries of the disks in P . A painting homomorphism between two
paintings P and P ′ is a map ψ : P → P ′, such that for D1, D2 ∈ P which touch, ψ(D1)

and ψ(D2) also touch. We extend, in the usual manner, the notion of homomorphism
to define isomorphisms between paintings. It is worth noting that our notion of paint-
ing homomorphism is combinatorial rather than topological. In particular, any painting
homomorphism gives a homomorphism of the canonical graphs, but it is possible that
two paintings P and P ′ are isomorphic while FP and FP ′ are not homeomorphic. For
instance, let P consist of two disks intersecting in a single arc and let P ′ consist of two
disks intersecting in multiple arcs.

We say that a cutline f (cf. Section 2) in FP induces a walk W = (D1, D2, . . . , Dn) in
GP if there is a homeomorphism s : [0, 1] → [0, 1] such that for a = f ◦ s and every D ∈ P
we have

a−1(D) =
∪

{i : Di=D}

[
i− 1

n
,
i

n

]
,

Note that in particular f−1(D) = ∅ for all D ̸∈ W since the corresponding union is empty.
Furthermore, the only values such that a(z) lies in D ∩ D′ for D ̸= D′ are z = i

n
for

1 ⩽ i ⩽ n − 1. In particular, f(0) and f(1) lie in a unique disk of P . Since we are
assuming that f is a cutline in FP , the definition of cutline further implies that a( i

n
) is an

interior point of one of the intervals in Di ∩Di+1.

Figure 3.2. A walk W in G and a cutline f in P which induces the walk
W in G

Let f be a cutline in FP inducing a walk W in GP . We define Cut(P , f) :=
∪

D∈P C(D),
where C(D) is the set of connected components of Cut(D, f), where Cut(D, f) is defined
as in Definition 2.1. See Figures 3.2 and 3.3.
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Figure 3.3. The painting Cut(P , f) and the canonical graph GCut(P,f).

Lemma 3.7. Let P be a painting, and let f be a cutline in FP inducing a non-trivial walk,
then Cut(P , f) is a painting.

Proof. Since f induces a non-trivial walk, its image intersects any D ∈ P in a finite
number (potentially 0) of arcs. This implies that C(D) consists of finitely many disjoint
closed disks, which are contained in the surface Cut(FP , f).

For i ∈ {1, 2, 3}, let Ei ∈ Cut(P , f), and let Di ∈ P such that Ei ∈ C(Di). If D1, D2,
and D3 are distinct, then E1 ∩ E2 ∩ E3 = ∅ due to P being a painting. If Di = Dj for
some i ̸= j, then E1 ∩ E2 ∩ E3 = ∅ since the elements of C(Di) are disjoint.

Next assume that E1 ∩ E2 ̸= ∅. In this case D1 ̸= D2, and D1 ∩ D2 ̸= ∅. Recall that
the image of f intersects D1 ∩D2 in finitely many points, all of which are interior to some
interval in D1 ∩D2. Consequently Cut(D1 ∩D2, f) consists of finitely many disjoint arcs.
Each of these arcs is connected and thus either fully contained in both E1 and E2, or
disjoint from at least one of them. In particular E1 ∩E2 consists of a collection of disjoint
arcs.

Since E1, E2, and E3 were arbitrary, this shows that Cut(P , f) is a painting. □

Lemma 3.8. Let P be a painting, and let f be a cutline in FP inducing a non-trivial walk.
Let z ∈ FCut(P,f), and let ϕ : FCut(P,f) → FP denote the pasting map1. If ϕ(z) is contained
in a unique disk D ∈ P, then z is contained in a unique disk E ∈ Cut(P , f).

1c.f. Definition 2.1, and note that Cut(FP , f) = FCut(P,f)



14 NATHAN BOWLER, JOSHUA ERDE, FLORIAN LEHNER, AND MAX PITZ

Proof. Assume that there are distinct elements E,E ′ ∈ Cut(P , f) such that z ∈ E ∩ E ′.
Since different elements of C(D) are disjoint for any D, we know that there are different
elements D,D′ ∈ P such that E ∈ C(D) and E ′ ∈ C(D′). By definition of ϕ we have
ϕ(E ∩ E ′) ⊆ D ∩D′, thus ϕ(z) ∈ D ∩D′ which proves the lemma. □

Lemma 3.9. Let P be a painting, and let f be a cutline in FP inducing a non-trivial
walk W . Then there is a painting homomorphism ϕ : Cut(P , f) → P with the following
properties:

• for D,D′ ∈ P with D ∩ D′ ̸= ∅ there are E ∈ ϕ−1(D), and E ′ ∈ ϕ−1(D′) with
E ∩ E ′ ̸= ∅, and

• the restriction of ϕ to ϕ−1(P −W ) is an isomorphism onto P −W .

Proof. Consider the map ϕ : Cut(P , f) → P , mapping all of C(D) to D. Clearly, if
E and E ′ touch then ϕ(E) and ϕ(E ′) are distinct and ϕ(E) ∩ ϕ(E ′) ̸= ∅, whence ϕ is a
homomorphism as desired. IfD∩D′ ̸= ∅ forD,D′ ∈ P , then for any point x ∈ D∩D′ there
are E ∈ C(D), and E ′ ∈ C(D′) containing x, thus showing the first claimed property of ϕ.
For D ∈ P \W , we know that D does not meet the image of f , and thus C(D) = {D}.
Thus the restriction of ϕ on ϕ−1(GP − W ) is the identity map, and in particular an
isomorphism. □

Theorem 3.10. Let P be a painting, then c(GP) ⩽ v(FP) + 1.

Proof. We play the cops and robber game on GP and the topological Marker-Cutter game
on FP in parallel. Game play proceeds in stages, where each stage consists of a turn of
Marker, followed by finitely many turns in the cops and robber game, and finally a turn
of cutter. We will assume that Marker plays optimally. The cops’ strategy depends on
Marker’s move, and Cutter’s move depends on the outcome of the cops and robber game
in the current stage.

First note that if Q is a painting and f is a cutline in FQ inducing a non-trivial walk,
then Cut(FQ, f) = FCut(Q,f). Note that connected components of Cut(FQ, f) correspond
to components of the graph GCut(Q,f). We will ensure that in every stage of the game the
surface Sk is FQ for some graph painting Q and the cutline fk+1 induces a non-trivial walk
in the graph GQ.

In particular, we can throughout the game assume that Sk = FPk
, where P0 = P

and Pk+1 is the vertex set of a component of GCut(Pk,fk+1). Lemma 3.7 gives a painting
homomorphism ϕk : Pk+1 → Pk which is an isomorphism onto its image when restricted
to elements that have empty intersection with Ak+1 = fk+1([0, 1]). We define painting
homomorphisms ψk : Pk → P by ψ0 = id, and ψk+1 = ψk ◦ ϕk. It is easy to see that



BOUNDING THE COP NUMBER OF A GRAPH BY ITS GENUS 15

D ∈ Pk is contained in the image of ϕk if and only if D ∩ FPk+1
̸= ∅, and by induction,

D ∈ P is in the image of ψk if and only if D ∩ FPk
̸= ∅.

We say that D ∈ Pk is covered by an active index i, if ∂D∩(Ai∪A′
i) ̸= ∅, and uncovered

if it is not covered by any active index. Let C̃k(i) be the set of elements covered by i, and
let R̃k be the set of uncovered elements. Let G̃k(i) be the subgraph of GPk

induced by
C̃k(i) ∪ R̃k. Let Ck(i) = ψk(C̃k(i)), let Rk = ψk(R̃k), and let Gk(i) = ψk(G̃k(i)), where ψk

is interpreted as a graph homomorphism GPk
→ GP . Note that the vertex set of Gk(i)

is Ck(i) ∪ Rk, but it is not the induced subgraph on this set, since ψ−1
k (Ck(i)) might be a

strict superset of C̃k(i), and thus it is possible that not every edge whose endpoints are in
Ck(i) ∪Rk has a preimage in G̃k(i).

Observe that for any R ∈ Rk, the disk ψ−1
k (R) is fully contained in FPk

. In particular,
if D is a neighbour of R in GP , then part of D (namely ∂D ∩ ∂R) is also contained in
FPk

, and there is D̃ ∈ ψ−1
k (D) such that ∂D ∩ ∂R ⊂ D̃. Either D̃ is uncovered, in which

case D̃ ∈ Rk, or D̃ is covered by some active index i. Hence, any edge incident to Rk is
contained in Gk(i) under ψk for some active index i.

If an element D of Pk+1 is covered by an active index i < k + 1 in stage (k + 1), then
ϕk(D) is covered by i in stage k. Consequently, Ck+1(i) ⊆ Ck(i) and Gk+1(i) is a subgraph
of Gk(i).

Conversely note that for D ∈ Pk+1, if ϕk(D) is covered by i in stage k, and D does not
have Ai or A′

i in its boundary, then D is a proper subset of Cut(ϕk(D), fk+1) and thus
must have Ak+1 or A′

k+1 in its boundary. Hence if ϕk(D) is covered by i in stage k, then
D is covered by at least one of the indices i and (k+1) in stage (k+1), possibly by both.

Hence, ϕk maps uncovered vertices to uncovered vertices. Induction combined with the
fact, from Lemma 3.9, that the restriction of ϕk to elements not covered by index (k+1) is
an isomorphism onto its image shows that the restriction of ψk to the uncovered vertices
is an isomorphism onto Rk. This also shows that Rk is disjoint from Ck(i) for any active
index i.

We will inductively make sure that after every stage in which the robber is not caught
the following properties are satisfied.

(1) Rk is a strict subset of Rk−1,
(2) the robber is in Rk,
(3) for every active index i, there is a cop ci guarding Ck(i) in some subgraph of GP

containing Gk(i).

Furthermore, we inductively guarantee the following technical condition which will make
sure that in the topological game fk can be chosen to induce a walk:
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(4) any element of Xk is contained in a unique disk in Pk.

Before the first stage, with R0 = P , X0 = ∅ and no active indices (1)– (4) are trivial.
Since R0 is finite, the induction on (1) and (2) cannot continue indefinitely, in particular
the robber must be caught in some stage n ⩽ |P|. Furthermore, we will see that we can
complete each stage using a single cop in addition to the cops ci from (3), thus proving
the theorem.

We now describe the strategy in stage k. Let x, y be the two points chosen by Marker,
and let Dx and Dy be the elements of Pk containing x and y respectively. We can assume
that Dx and Dy are uniquely determined. If x and y are in Xk this follows from (4), if they
are interior points of FPk

, then we can apply a small perturbation without changing the
effect of Marker’s move. In GPk

, pick a non-trivial walk W from Dx to Dy which contains
some uncovered element and is shortest possible subject to these restrictions.

Let H be the subgraph of GPk
induced by W ∪ R̃k. We claim that ψk(W ) is guardable

relative to Rk in ψk(H)—we remark, that a subgraph of this image will correspond to
Gk+1(k + 1). By Lemma 3.4 it is sufficient to show that W is guardable relative to R̃k in
H. If |V (W )| = 2, then it is clear.

Otherwise consider an auxiliary graph G which is constructed as follows: start with a
copy R of the graph induced by R̃k, and a path P of the same length as W , add edges
from the r-th vertex of P to the vertices of R corresponding to neighbours of the r-th
vertex of W in R̃k. Finally, if the r-th vertex of W is in R̃k, then identify the r-th vertex
of P with the corresponding vertex of R, and denote the resulting graph by G.

Let φ : G → H be the map sending the r-th vertex of P to the r-th vertex of W ,
and mapping every vertex in R to the corresponding vertex in R̃k. Clearly, f is a ho-
momorphism and its restriction to R = φ−1(R̃k) is an isomorphism onto its image. By
construction, every edge incident to R̃k is the image of some edge of G under φ. Hence,
again by Lemma 3.4, we only need to show that P is guardable relative to R in G. If P is
not a shortest path between its endpoints in G, then let P ′ be a shorter path. Via φ, the
path P ′ induces a walk W ′ from Dx to Dy of the same length as P ′. Since P −φ−1(R̃k) is
not connected, W ′ would contain an uncovered vertex thus contradicting the minimality
of W unless W ′ is a trivial walk. However in this case Dx = Dy is uncovered and hence
|V (W )| = 2. Hence P is a shortest path between its endpoints and thus by Lemma 3.3 it
is guardable (and consequently guardable relative to R) in G.

The cops’ strategy in stage n is now as follows. For every active index i, the cop ci

keeps guarding Ck(i) in some graph containing Gk(i). Since any edge connecting Rk to
its complement is contained in some Gk(i) this makes sure that robber cannot leave Rk
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without being caught. An additional cop ck+1 plays such that after finitely many steps
she guards ψk(W ) in ψk(H).

For Cutters move, note that in the above argument we can choose the walk W as follows.
Let D be an uncovered element in W and let Px and Py be shortest paths from D to Dx

and Dy respectively, chosen in such a way that they have the largest possible number of
common vertices. The walk W obtained by following Px from Dx to D and then Py from
D to Dy induces a tree with at most three leaves (Dx, Dy and possibly D), and since Dx

and Dy are the only disks in Pk containing x and y respectively, it is easy to see that
there is a x-y cutline fk+1 in FPk

which induces W . Cutter plays this arc. If there is more
than one component in Cut(FPk

, fk+1), then let R ∈ Rk be the position of the robber
after finishing the cops-and-robber moves of this stage. If Ak+1 passed through ψ−1

k (R),
then the robber would have been caught. Consequently, ψ−1

k (R) completely lies in one
component of Cut(FPk

, fk+1), and this is the component that Cutter chooses to become
the active component.

Any cop ci for which i has become inactive due to this is released from her guarding
duty and consequently can be reassigned to guard a different graph in subsequent rounds,
thus bounding the total number of cops used throughout the strategy by v(FP) + 1.

It remains to check that our inductive assumptions (1)–(4) hold for the next stage.
Since ϕk maps uncovered vertices (after stage k+1) to uncovered vertices (after stage k)

we know that Rk+1 ⊂ Rk. It is a strict subset because W contained at least one uncovered
(after stage k) element D, which is now covered by index (k+1). Hence ψk(D) is contained
in Rk, but not in Rk+1, and we have proved (1).

If the robber tries to leave Rk at any point during stage k + 1, he would have been
caught, since any edge connecting Rk with its complement is contained in some Gk(i). He
also cannot be at any vertex of W at the end of stage k+1, or he would have been caught
by ck+1. Hence he must be at a vertex in some component of Rk −W , and the choice of
the active component made by Cutter ensures that this is Rk+1, thus proving (2).

For (3), first note that for any active index i < k + 1 we have Ck+1(i) ⊆ Ck(i) and
Gk+1(i) ⊆ Gk(i), so cop ci can keep playing the same strategy. cop ck+1 guards ψk(W )

in ψk(H). Note that a vertex D ∈ Pk+1 is covered by (k + 1) if and only if ϕk(D) is
contained in W , whence ψk+1(C̃k+1(k+1)) ⊆ ψk(W ), and that ϕk maps uncovered vertices
to uncovered vertices, whence ψk+1(R̃k+1) ⊆ ψk(R̃k). It follows that ψk(W ) contains
Ck+1(k + 1) and ψk(H) contains Gk+1(k + 1) which completes the proof of (3).

Finally, (4) holds by Lemma 3.8 since any element of Xk∪{x, y} is contained in a unique
disk of Pk. □
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§4. The combinatorial Marker-Cutter game

Since we only consider surfaces up to homeomorphism, the only information that will
inform Cutter and Marker’s strategy at each turn will be the combinatorial information
contained in the way the active arcs are arranged in the components of the boundary, as
well as the number of handles in the active surface.

Using this, we can relate the topological Marker-Cutter game to a yet another game,
which we call the combinatorial Marker-Cutter game. The benefit being that it will be
much simpler to describe the ‘state’ of this game at each step, which will help in describing
our strategy for Marker.

Definition 4.1. A set of boundary cycles is a pair (D,χ) of a finite directed graph D

each of whose components is a directed cycle (loops are allowed, but not isolated vertices),
together with an edge-labelling χ : E(D) → L. In a standard abuse of notation, we shall
often use just D to refer to the set of boundary cycles. A set of boundary cycles in which
each label is used at most twice is called proper. A label which only appears on a single
cycle in D is called isolated, and it is called uniquely appearing if it only appears on a
single edge. The set of active labels AD,χ = χ(E(D)) is the set of labels appearing on the
edges of D, and the value v(D,χ) is defined as |AD,χ|.

A game state in the combinatorial Marker-Cutter game is a triple γ = (D,χ, g) where
(D,χ) is a proper set of boundary cycles, along with a counter g ∈ N0. The value v(γ) of
a game state γ is just the value v(D,χ) of its set of boundary cycles.

We start the combinatorial Marker-Cutter game with γ0 = (D0, χ0, g0) where D0 is the
empty digraph, χ0 = ∅ and g0 ∈ N. In a general turn we have a game state (Dk, χk, gk)

and first Marker, then Cutter makes a move.
Marker’s move. Marker chooses two elements v, w from V (Dk) ∪̇ {vγ, wγ}, not nec-

essarily distinct. The resulting tuple (Dk, χk, gk, v, w) is also called a marked game state.
The vertices {vγ, wγ} signify that Marker may also choose up to two ‘dummy’ vertices not
in V (Dk) (or a single ‘dummy’ vertex twice). If v or w is a dummy vertex then we add a
new vertex to Dk for each dummy vertex chosen (without multiplicity). Let C,C ′ ⊆ Dk

be the components containing v and w respectively, so that both C or C ′ are either a cycle
or a single dummy vertex.

Cutter’s move.

Case C = C′: By splitting the vertex v into a source v1 and a sink v2, and similarly
for w, the directed cycle C gives rise to two directed paths P from v1 to w2 and
P ′ from w1 to v2. If v = w is a dummy vertex, then we let v1 = w2 and and
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v2 = w1 and these paths are trivial. Consider two new directed edges f = −−→w2v1

and f ′ = −−→v2w1, and define

Ĉ1 = Ĉ1[C, v, w] := P ∪ {f} and Ĉ2 = Ĉ2[C, v, w] := P ′ ∪ {f ′}.

So, if v = w is a dummy vertex, then Ĉ1 = f and Ĉ2 = f ′ are loops on v1 and v2

respectively.
Then Cutter makes one of the following choices for the next game state:

(a) Dk+1 = D ∪ Ĉ1 ∪ Ĉ2 and gk+1 = gk − 1 (provided gk ⩾ 1);
(b) D′

k+1 = D ∪ Ĉ1 and gk+1 = g; or
(c) Dk+1 = D ∪ Ĉ2 and gk+1 = g,

where D is any union of components of Dk \ C, 0 ⩽ g ⩽ gk, χk+1 = χk wherever
it is defined, and χk+1(f) = χk+1(f

′) = ℓ′ (if they exist) where ℓ′ is a new label
outside the image of χk. Note that we do not allow Cutter to make the first choice
if gk = 0.

Case C ̸= C′: By splitting the vertex v into a source v1 and a sink v2, and similarly
for w, the directed cycles C and C ′ give rise to two directed paths P from v1

to v2 and P ′ from w1 to w2. If v is a dummy vertex then we take v1 = v2 so
that P is a trivial path, and similarly for w. Consider two new directed edges
f = −−→w2v1 and f ′ = −−→v2w1 and define the amalgamated cycle Ĉ = Ĉ((C, v), (C ′, w))

as Ĉ := P ∪ P ′ ∪ {f, f ′}.
In this case, Cutter has no choice, and the next game state is:

(d) Dk+1 = (Dk ∪ Ĉ) \ (C ∪ C ′) and gk+1 = gk,
χk+1 = χk wherever it is defined, and χk+1(f) = χk+1(f

′) = ℓ′ where ℓ′ is a new
label outside the image of χk.

Note that in all cases if (Dk, χk) is proper, then so is (Dk+1, χk+1), and hence (Dk, χk, gk)

is a game state.
By Lemma 3.2, every partial play (fi, Si : i ∈ [k]) in the topological Marker-Cutter game

determines a game state in the combinatorial Marker-Cutter game in the following way:
For each component of ∂Sk which contains m ⩾ 1 ∂-arcs from Ak, the orientation of the

surface determines a cyclic order on the labels of the ∂-arcs from Ak in this component,
which corresponds in a natural way a directed cycle of length m, whose edges correspond
to ∂-arcs. Let D be the digraph given by taking a disjoint union of one such directed cycle
for each component of ∂Sk containing at least one ∂-arc from Ak. We can then define an
edge-labelling χ on E(D) by giving an edge corresponding to a ∂-arc Ai or A′

i in Ak the
label i. Finally let g = g(Sk). We say that the game state (D,χ, g) is a representation of
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the partial play (fi, Si : i ∈ [k]). Note that if (D,χ, g) is a representation of (fi, Si : i ∈ [k]),
then the number of active indices ak in Sk is the value of the game state v(γ).

Lemma 4.2. Let S be a compact connected orientable surface S. If Marker has a strategy
in the combinatorial Marker-Cutter game with g0 = g(S) such that the value of each game
state is bounded by t, then v(S) ⩽ t.

Proof. Suppose Marker has such a strategy in the combinatorial game. We will use our
strategy for Marker in the combinatorial Marker-Cutter game to give a strategy for Marker
in the topological Marker-Cutter game by playing the two games ‘in parallel’. Suppose that
both the combinatorial game and topological game have been played for k turns, resulting
in a game state (Dk, χk, gk) which is a representation of the partial play (fi, Si : i ∈ [k]).

At the start of the topological Marker-Cutter game on S we have S0 = S and X0 = ∅
and at the start combinatorial Marker-Cutter game the game state is (D0, χ0, g0) where
D0 is the empty digraph, χ0 the empty function, and g0 = g(S), and so (D0, χ0, g0) is a
representation of the empty partial play.

Combinatorial Marker’s strategy in the combinatorial game calls for him to choose two
elements v, w from V (Dk) ∪̇ {vγ, wγ}. If v ∈ {vγ, wγ} then our strategy for topological
Marker is to choose a point x ∈ S̊k, and if w ∈ {vγ, wγ} topological Marker chooses a
point y ∈ S̊k where x = y if and only if v = w. Otherwise, say v is a vertex on some
cycle C of Dk. Since (Dk, χk, gk) is a representation of the partial play (fi, Si : i ∈ [k]),
the two edges incident to v in Dk correspond to ∂-arcs B and B′ in Ak, where we take
the convention that B = B′ if v is vertex in a loop. Then B and B′ lie in the boundary
of the same disk ∂D ⊆ ∂Sk and furthermore, one of the two components of D \ (B̊ ∪ B̊′)

contains no active arc. Let B′′ be this component. Note that B′′ is a (perhaps trivial) arc,
and ∂B′′ ⊆ ∂B ∪ ∂B′ ⊆ Xk by Lemma 3.2, where we let ∂B′′ = B′′ if B′′ is a single point.
In this case, our strategy for topological Marker is to choose a point x ∈ ∂(B′′) ⊆ Xk.
Marker makes a similar choice for y if w ∈ V (Dk).2

Topological Cutter then chooses an x-y cutline fk+1 in Sk and a component Sk+1 of
Cut(Sk, fk+1). Note that, by Lemmas 2.3 and 2.4, the representation (Dk+1, χk+1, gk+1) of
the partial play (fi, Si : i ∈ [k + 1]) can be obtained in the combinatorial game from the
marked game (Dk, χk, gk, v, w) by making one of the four moves available to combinatorial
Cutter in the combinatorial Marker-Cutter game, and combinatorial Cutter makes that
move.

2Note that, even if v = w ∈ V (C), technically Marker could choose different points x and y. We could
insist that Marker makes these choices in some consistent manner, but it will not matter.
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Hence if we follow the above strategy, at each turn of the game combinatorial Marker
plays according to his strategy, and (Dk, χk, gk) is a representation of the partial play
(fi, Si : i ∈ [k]). Hence, by the comment above the theorem, the number of active indices
ak is equal to the value of the game state v(γ) for each k. Since combinatorial Marker is
following a strategy which bounds the value of each game state by t, it follows that the
score of this play of the topological game is supk∈N ak ⩽ t and hence v(S) ⩽ t. □

The converse of Lemma 4.2 is also true, and so the combinatorial and topological Marker-
Cutter games are equivalent. However we will not use this fact, and so omit the details.

4.1. Restricted Combinatorial Cutter. In the combinatorial Marker-Cutter game,
Cutter may often make moves that either do not change the game state in any mean-
ingful way, or even make it ‘simpler’ (and in this way worse for Cutter).

It will be useful for us to show that we may assume that Cutter, when playing optimally,
does not make any such moves. This will allow us to control the number of options that
Cutter has at each stage, and so explicitly describe a strategy of Marker which keeps the
value of the game state low.

Definition 4.3. Given a set of (proper) boundary cycles (D,χ), a contraction is performed
by choosing an edge e ∈ E(D) and contracting it (deleting any resulting isolated vertices).

A game state (D′, χ′, g′) is a reduction of a game state (D,χ, g) if g′ ⩽ g, χ′ = χ on
E(D′) and D can be obtained from D′ via a sequence of contractions.

Two game states (D, χ, g) and (D′, χ′, g) are equivalent if there is a bijection ϕ from the
labels of χ to the labels of χ′ such that ϕ ◦ χ = χ′.

We write (D′, χ′, g′) ≼ (D,χ, g) if (D′, χ′, g′) is equivalent to a reduction of (D,χ, g).

Definition 4.4. Restricted Cutter is a player who is never allowed to make a move which
returns to a game state which is equivalent to a reduction of an earlier game state, and is
always forced to take D = D \ C and g = g for a move of type (a), (b) or (c). If at any
point restricted Cutter has no legal moves, the game ends.

One might expect that an optimal strategy for combinatorial Cutter should never move
to a game state which is equivalent to a reduction of the game state at a previous step,
since any value he can achieve from the reduced game state, he should also have been able
to achieve from the game state at the previous step, with perhaps even the advantage of
some extra edges which were contracted in the reduction. Our next theorem justifies this
intuition. In this theorem, we say a game state (D,χ, g) occurs in a game played according
to some strategy of Marker, if there is a sequence of moves for Marker and Cutter, where
Marker always plays according to his strategy, which eventually arrives at (D,χ, g).
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Theorem 4.5. If Marker has a strategy against restricted Cutter limiting the value of
each game state to t, then Marker also has such a strategy against combinatorial Cutter.

Proof. To fix some notation, we show that if Marker has a strategy Φ in the game GRC

against restricted Cutter limiting the value of each game state to t indefinitely, then Marker
also has a strategy Ψ in the game GC against combinatorial Cutter limiting the value of
each game state to t indefinitely.

Given Φ, we will recursively define such a strategy Ψ in the game GC for Marker preserv-
ing at all times the property (⋆) that for any game state (D,χ, g) occurring in the game GC

played according to Ψ, there is an associated game state f(D,χ, g) occurring in the game
GRC played according to Φ such that (D,χ, g) ≼ f(D,χ, g), i.e. so that (D,χ, g) is equiva-
lent to a reduction of f(D,χ, g). Then we clearly have v(D,χ, g) ⩽ v(f(D,χ, g)) ⩽ t, and
hence any such strategy Ψ limits the value of each game state to t indefinitely.

For the recursive construction, suppose we are given game states (D,χ, g) and f(D,χ, g) =
(D′, χ′, g′) as above. Let (D′, χ′, g′, v′, w′) be the response of Marker to (D′, χ′, g′) accord-
ing to Φ. Since (D,χ, g) ≼ (D′, χ′, g′), the marked game state (D′, χ′, g′, v′, w′) induces a
marked game state (D,χ, g, v, w), which we will take as the response of Marker to (D,χ, g)

according to Ψ. More precisely, if v′ lies on a cycle of D′ which is not contracted to a
single point, let v be the image of v′ under the contraction map. Otherwise, let v be a
dummy vertex. Do the same for w, with the additional condition that v and w are the
same dummy vertex if and only if v′ and w′ lay on the same (contracted) cycle or were
the same dummy vertex.

It remains to ensure that property (⋆) holds for all possible responses (D(1), χ(1), g(1))

to (D,χ, g, v, w) of combinatorial Cutter in the game GC . Suppose combinatorial Cutter
makes a move of type (†) (where † = a, b, c or d). It may be that restricted Cutter cannot
make a move of type (†) in response to (D′, χ′, v′, w′), since it would result in a game state
(D(2), χ(2), g(2)) equivalent to a reduction of a game state (D(3), χ(3), g(3)) occurring earlier
in the game GRC played according to Φ. However, it follows from our choice of v and w

that (D(1), χ(1), g(1)) ≼ (D(2), χ(2), g(2)), and hence (D(1), χ(1), g(1)) ≼ (D(3), χ(3), g(3)), and
we define f(D(1), χ(1), g(1)) := (D(3), χ(3), g(3)). Otherwise, we let (D(2), χ(2), g(2)) be the
game state after restricted Cutter makes a move of type (†). Then as before it follows
from our choice of v and w that (D(1), χ(1), g(1)) ≼ (D(2), χ(2), g(2)) and so we can define
f(D(1), χ(1), g(1)) := (D(2), χ(2), g(2)). □

4.2. Forcing moves against restricted Cutter. Hence, given Lemma 4.2 and the pre-
vious theorem, we only need to show that combinatorial Marker has a strategy against
restricted Cutter to limit the value of each game state to at most t. This is helpful, as it
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turns out that in a number of cases described in the following lemmas, Marker can force
restricted Cutter to make specific responses.

Definition 4.6. Given a cycle C with edge labelling χ and labels a, b occurring in χ, we
say that vertices v, w ∈ V (C) gather a, if the label a only occurs on one segment of C
between v and w. We say that v, w ∈ V (C) separate a and b, if the label a only occurs on
one segment, and the label b only occurs on the other segment of C between v and w.

Lemma 4.7. Suppose for some game state (Dk, χk, gk) there is a directed cycle C with an
isolated label a. Assume that Marker chooses vertices v, w ∈ V (C) which gather a, and
that a occurs as a label on Ĉ1. Then the move (c) is not legal for restricted Cutter.

Proof. A move of type (c) is equivalent to a reduction of (Dk, χk, gk) after contracting all
edges of C which appear in Ĉ1 except one edge labelled a. □

Lemma 4.8. Suppose for some game state (Dk, χk, gk) there is a directed cycle C with
isolated labels a and b. If Marker chooses vertices v, w ∈ V (C) separating the labels a
and b, then moves of type (b) and (c) are not legal for restricted Cutter. In particular, he
either has to make a move of type (a), or has no legal move.

Proof. Apply Lemma 4.7 twice, exchanging the roles of Ĉ1 and Ĉ2 for the second applica-
tion, and note that (d) is not a legal move since v and w lie on the same cycle. □

As a simple consequence of the previous two lemmas, we note that if Marker is playing
against restricted Cutter then the value of the game state must increase after every turn.

Corollary 4.9. For any game state γ and any move of Marker, if restricted Cutter has a
legal move in response then for the resulting gamestate γ′ we have that v(γ′) = v(γ) + 1.

Proof. Moves of type (a) or (d) always increase the value of the game state by one. Suppose
for contradiction that restricted Cutter makes a move of type (b) or (c) and v(γ′) ⩽ v(γ).
Let v, w be the elements that Marker chose, lying on the cycle C. Since v(γ′) ⩽ v(γ) we
may assume that C is non-trivial.

Since there is always a new label in γ′ which doesn’t appear in γ, the only way that
v(γ′) ⩽ v(γ) is if there is some label ℓ in γ which doesn’t appear in γ′. However, the label
ℓ must then be gathered by v and w, and so Lemma 4.7 implies that any move in which
ℓ does not appear in γ′ is not a legal move for restricted Cutter. □

§5. Strategies for the Combinatorial Game

Our aim in this section is to show that if both players play optimally in the combinatorial
Marker-Cutter game, then the limit supremum of the value will be just over 4

3
g0. A key
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concept will be a number called the potential of the game, which will remain constant under
optimal play. The potential is given by the sum of 4(g0 − g) − 3v(γ) with an extra term
which, roughly speaking, encodes the extent to which the structure of the components of
D may allow Marker to force Cutter to make genus-reducing moves in the near future.

More precisely, let γ = (D,χ, g) be a game state, let S be a path or cycle in D, and let
e be an edge contained in S. Then we define the potential

p(e, S, γ) =


3
2

if the label of e is uniquely appearing,
3
4

if e is incident to an edge on S with the same label as e,
1
2

otherwise.

Define p(S, γ) = −2+
∑

e∈S p(e, S, γ). The potential of the game state γ is finally defined
by

p(γ) := 4(g0 − g)− 3v(γ) +
∑

C∈Comp(D)
p(C,γ)>0

p(C, γ)

5.1. Effect of different moves on the potential. Since the strategies that we give for
Marker and Cutter hinge on bounding p(γ), it is beneficial to investigate how different
moves in the game effect the potential. For this purpose let γk = (Dk, χk, gk) and γk+1 =

(Dk+1, χk+1, gk+1) be consecutive game states, and let v, w be the elements chosen by
Marker. Throughout this section, we will assume that Cutter plays as restricted Cutter,
and so by Corollary 4.9 the value of the game state will increase by one on each turn.

Lemma 5.1. Assume that v and w lie in different components C and C ′ of Dk respectively,
and consequently restricted Cutter has to respond with a move of type (d).

(1) p(γk+1) ⩽ p(γk).
(2) If p(C, γk) ⩾ 0, p(C ′, γk) ⩾ 0 and both v and w are incident to edges with different

labels, then p(γk+1) = p(γk).

Proof. Let Ĉ be the amalgamated cycle resulting from the move of type (d). For every
edge e in C we have that p(e, Ĉ, γk+1) ⩽ p(e, C, γk) with equality unless v is incident to e
and another edge with the same label as e. An analogous statement holds for C ′ and w.
If neither C nor C ′ are trivial, then Ĉ contains two additional edges with potential 1

2
, and

we can conclude that

p(Ĉ, γk+1)− p(C, γk)− p(C ′, γk) ⩽ 3

with equality if and only if both v and w are incident to edges with different labels. If
we interpret the potential of a trivial cycle as −2, it is easily checked that the above still
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holds when C or C ′ are trivial. The potentials of all other cycles are the same in γk and
γk+1.

Finally note that if p(Ĉ, γk+1) < 0, then the same must hold for p(C, γk) and p(C ′, γk)

and that gk+1 = gk by definition of (c). The lemma follows from plugging these observa-
tions into the definition of p(γ), recalling that v(γk+1) = v(γk) + 1. □

Next consider the case where v and w lie on the same cycle C. As in the previous
section, define Ĉ1 := P ∪ {f} and Ĉ2 := P ′ ∪ {f}.

Lemma 5.2. Assume that restricted Cutter chooses response (a).

(1) If both p(P, γk) ⩾ −1
2

and p(P ′, γk) ⩾ −1
2
, then p(γk+1) ⩽ p(γk).

(2) If v and w gather each label that appears on C, then p(γk+1) ⩾ p(γk).

Proof. As in the previous lemma, we start by observing that for every edge e in P we have
that p(e, Ĉ1, γk+1) ⩽ p(e, C, γk) and similarly for P ′ and Ĉ2. If v and w gather the label
of e, then equality holds. Consequently,

p(Ĉ1, γk+1) + p(Ĉ2, γk+1)− p(C, γk) ⩽ −1

with equality in case v and w gather each label that appears on C. Again, if C is trivial
we interpret its potential as −2 in the above. Potentials of all other cycles are the same
in γk and γk+1.

Now, if p(P, γk) ⩾ −1
2

and p(P ′, γk) ⩾ −1
2
, then p(Ĉ1, γk+1) ⩾ 0, p(Ĉ2, γk+1) ⩾ 0, and

p(C, γk) ⩾ 0. Recall that gk+1 = gk − 1 by definition of (a) and so (1) follows from the
definition of p(γ). Assuming that v and w gather each label that appears on C, to show
(2) we need to show that

max{0, p(Ĉ1, γk+1)}+max{0, p(Ĉ2, γk+1)} −max{0, p(C, γk)} ⩾ −1 (5.1)

Since p(Ĉ1, γk+1) + p(Ĉ2, γk+1)− p(C, γk) ⩽ −1, if p(C, γk) ⩾ 0 then (5.1) holds. However,
if p(C, γk) < 0 then the length of C is ⩽ 3, and in each case it is a simple check that (5.1)
holds, again recalling that v(γk+1) = v(γk) + 1. □

Lemmas 5.1 and 5.2 give conditions for Cutter to ensure that the potential does not
increase and for Marker to make sure that the potential does not decrease, if moves of type
(d) or (a) are played respectively. In case Cutter can chose a response of type (b) or (c),
it is slightly more difficult for Marker to make sure that the potential does not increase.
To this end, we introduce the following notion.

Definition 5.3. A nesting path is one of the following:

• a single edge with a uniquely appearing label,
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• a path with non-isolated labels (x, y, z) such that
– x and z also occur on a cycle with labels (x, t, z, t) for some label t, and
– y also occurs on a cycle consisting of an edge with label y and a nesting path.

Note, since the game state is proper, a nesting path always contributes 3
2

to the potential
of the cycle it lies in.

Lemma 5.4. Assume that restricted Cutter chooses response (b).

(1) If p(P ′, γk) < −1
2
, then p(γk+1) ⩽ p(γk).

(2) If P ′ is a nesting path, then p(γk+1) = p(γk).

Assume that restricted Cutter chooses response (c).

(3) If p(P, γk) < −1
2
, then p(γk+1) ⩽ p(γk).

(4) If P is a nesting path, then p(γk+1) = p(γk).

Proof. By symmetry, it suffices to prove the statement for moves of type (b). Let us first
prove the upper bound. Since p(P ′, γk) < −1

2
, the path P ′ consists of ℓ ⩽ 2 edges none of

which has a uniquely appearing label. In particular, ℓ edges have potential one larger in
γk+1 than they have in γk. The label of f is also uniquely appearing in Dk+1 and the new
cycle Ĉ1 has ℓ− 1 fewer edges than before. Summing up these different contributions we
arrive at ∑

C∈Comp(Dk+1)
p(C,γk+1)>0

p(C, γk+1) ⩽
∑

C∈Comp(Dk)
p(C,γk)>0

p(C, γk) + 3.

Since gk+1 = gk this concludes the proof of the first part.
If P ′ is a nesting path, then we need to show that equality holds in the above equation.

First note that P ′ cannot be a single edge due to Lemma 4.7 and our assumption that
Cutter plays as restricted Cutter. In particular, P ′ has labels (x, y, z) and there will
be a cycle (x, t, z, t) whose potential increases from 0 to 2 (as now x and z are uniquely
appearing) and a cycle consisting of an edge with label y and a nesting path whose potential
increases from 0 to 1 (as now y is uniquely appearing). Since the label of f is uniquely
appearing, it contributes 3

2
to the potential of Ĉ1. We thus have p(Ĉ1, γk+1) = p(C, γk),

and since the potential of all other cycles remains unchanged, we have indeed equality in
the above equation, concluding the proof. □

5.2. Strategies for the Marker-Cutter game. The results in this section imply The-
orem 1.4. More precisely, we show that restricted Cutter has a strategy ensuring that
the game reaches a state of value at least 4

3
g0 + 2, whereas Marker has a strategy against

restricted Cutter to make sure that the value of each game state is at most 4
3
g0 + 4.
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Both of these strategies work by bounding the potential throughout the game. More
precisely, restricted Cutter’s best strategy is to make sure that the potential never becomes
too large.

Theorem 5.5. Restricted Cutter has a strategy in the combinatorial Marker-Cutter game
to ensure that the game reaches a state of value at least 4

3
g0 + 2.

Proof. By Lemmas 5.1(1), 5.2(1), and 5.4(1)&(3), restricted Cutter has a strategy to en-
sure that the potential never increases, as long as the moves suggested by these lemmas are
always legal for restricted Cutter. However, we note that for each of the moves suggested
by this strategy the value of the game state will increase by one each turn. Indeed, this
is clear for moves of type (a) and (d) and if an isolated label were to appear only on a
path P then p(P, γ) ⩾ −1

2
and so the strategy will not call to make a move of type (c)

to remove this label, and similarly for moves of type (b). In particular, none of these
moves which are legal for Cutter can be illegal for restricted Cutter since the value of the
resulting game state γk+1 is larger than the value of any earlier game state γi with i ⩽ k,
and hence γk cannot be equivalent to a reduction of γi with i ⩽ k.

It is a simple check that the first two moves of Cutter according to this strategy will be
of types (b), (c), or (d), and so g2 = g0. In χ2, there are two different labels, and it is not
hard to show that the combined potentials of all components with non-negative potential
sum up to at most 1. Hence we have that p(γ2) ⩽ −5.

If the moves suggested by restricted Cutter’s strategy always remain legal, then v(γk)

will become arbitrarily large, and in particular larger than 4
3
g0 + 2. Therefore, we may

assume that there is a k such that the suggested move is not a legal move for restricted
Cutter, and hence not legal for Cutter (i.e. a move of type (a) with gk = 0). Since the
potential never decreased we have that

−5 ⩾ p(γk) = 4g0 − 3v(γk) +
∑

C∈Comp(D)
p(C,γk)>0

p(C, γk)

However, since restricted Cutter’s strategy calls for a move of type (a) there is a cycle
C composed of two paths P and P ′ with p(P, γk), p(P

′, γk) ⩾ −1
2

and hence p(C, γk) =

p(P, γk) + p(P ′, Dk) + 2 ⩾ 1. Hence −5 ⩾ p(γk) = 4g0 − 3v(γk) + 1, giving v(γk) ⩾
4
3
g0 + 2. □

Similarly, Marker’s best strategy in the restricted Marker-Cutter game is to ensure
that from some point on the potential no longer decreases. Lemmas 5.1(2), 5.2(2), and
5.4(2)&(4) provide Marker with conditions to do so.
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However, this alone will not suffice; it could be that the potential and the genus both
remain constant but v(γ) becomes arbitrarily large, provided this is balanced by a corre-
sponding increase in the term ∑

C∈Comp(D)
p(C,γ)>0

p(C, γ) .

To avoid this issue, Marker will also maintain some control over the collection of com-
ponents of positive potential. More precisely, from some point on Marker will ensure that
the current set of boundary cycles always consists of a set of passive cycles of non-positive
potential, together with a set of active cycles, given (up to equivalence, cf. Definition 4.3)
by one of the finitely many options depicted in Figure 5.1. Note that active cycles may
have positive or negative potential. Marker will always choose points on the active cycles.

It is, however, possible that previously passive cycles become active again, if Cutter
makes moves of type (b) or (c). More precisely, some labels on passive cycles could
become uniquely appearing, making the potentials of these cycles positive. Although he
cannot completely avoid this phenomenon, Marker can keep it under control by making
sure that whenever it occurs it is caused by a nesting path.

More precisely, if the path P ′ in a move of type (b) is a nesting path, then we know
by Lemma 4.7 that it cannot consist of a single edge. Hence P ′ is a path of length 3

with labels (x, y, z), and as mentioned in the proof of Lemma 5.4, exactly two previously
passive cycles become active, one labelled by (x, t, z, t) and the other consisting of an edge
with label y and a nesting path (where x, y, and z have become uniquely appearing). A
similar observation can be made for moves of type (c).

Theorem 5.6. Marker has a strategy in the restricted Marker-Cutter game to ensure that
the value of each game state is at most 4

3
g0 +

10
3
.

Proof. Marker’s strategy consists of two phases. A preparatory phase during which all
cycles have length ⩽ 2 and non-positive potential, followed by the potential bounding

edge with a uniquely appearing label

x edge with label x which is not uniquely appearing

nesting path, cf. Definition 5.3

endpoints of dashed lines are the vertices picked by Marker

Table 1. Different types of lines and arrows in the diagrams in Figure 5.1.
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Figure 5.1. Possible configurations of active cycles in Marker’s strategy,
see Table 1 for an explanation of the diagrams. Arrows from one configura-
tion to another represent restricted Cutter’s possible replies from (a)–(d).
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phase during which the set of active cycles is (up to equivalence) one of the possibilities
shown in Figure 5.1.

Marker’s strategy during the preparatory phase is as follows. If there is no uniquely
appearing label, then choose v = w = vγ a dummy vertex. If there is one, then let v and
w be the end points of an edge with a uniquely appearing label. In either case, v and w

lie on the same cycle, so Cutter can choose to respond with either a move of type (a), or
a move of types (b) or (c). The preparatory phase ends after the second time Cutter does
not chose type (a).

Since every move of type (a) reduces g by one, Cutter cannot choose (a) arbitrarily
often. In particular, the preparatory phase must end after finitely many moves. It is
readily verified that before the first move of type (b) or (c), all cycles have length 1 and
no labels are uniquely appearing. For the subsequent moves before the second occurrence
of a move of type (b) or (c), there is exactly one uniquely appearing label, and all cycles
have length at most 2. By Lemma 4.7, the second move of type (b) or (c) generates a
cycle of length 2 both of whose labels are uniquely appearing, while all other cycles still
have non-positive potential. Choosing this cycle as the unique active cycle will put us
in situation 1 of Figure 5.1 (where one of the edges with uniquely appearing labels is
interpreted as a nesting path).

To bound the potential at the end of the preparatory phase, note that before the first
move the potential is 0. By Lemma 5.2, none of the moves of type (a) decreases the
potential. The first move of type (b) or (c) increases v(D) by one without changing g or
creating any cycles of positive potential, thus reducing the potential by 3. The second
move of type (b) or (c) creates one cycle of potential 1, thus reducing the potential by 2.
Hence at the end of the preparatory phase we have p(γk) ⩾ −5.

Once the preparatory phase has ended, Marker enters the potential bounding phase. As
explained above, at any point during this phase the set of boundary cycles will consist of
a set of passive cycles and a set of active cycles where only active cycles are allowed to
have positive potential and the set of active cycles will be one of the possibilities indicated
in Figure 5.1, see Table 1 for an explanation of the diagrams. Marker’s move in each case
is to choose the two endpoints of the dotted line, and the arrows between different game
states correspond to Cutter’s replies from (a)–(d). In most cases, the transitions are easy
to check, so we will only outline the arguments and leave the details to the reader.

If we are in 1 , then the two vertices picked by Marker lie on the same cycle, so Cutter
can respond with a move of type (a), or with one of types (b) or (c). In the first case,
all passive cycles retain their current non-positive potential, and in particular we are not
forced to make any of them active. The unique active cycle C is replaced by two new cycles
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Ĉ1 and Ĉ2, and choosing both of them to be active we end up at 2 . In the second case,
we know by Lemma 4.8 that the nesting path cannot consist of a single edge. By Lemma
4.7, we either get a move of type (b) with a nesting path P ′, or a move of type (c) with
a nesting path P . Consequently, there are two cycles whose potential becomes positive:
one with labels (x, a, z, a) where x and z are uniquely appearing, and one consisting of
an edge with a uniquely appearing label y and a nesting path. Since the label of the new
edge f is also uniquely appearing, this puts us into situation 10 .

In 2 , the points chosen by Marker lie in different cycles C and C ′, so Cutter must
respond with a move of type (d). The potential of all passive cycles remains unchanged,
so we are not forced to make any of them active and choosing the amalgamated cycle Ĉ
as the unique active cycle puts us into situation 3 .

In 3 , the vertices chosen by Marker separate label a from a uniquely appearing label.
By Lemma 4.8, Cutter has to respond with a move of type (a). The potential of all passive
cycles remains unchanged. The unique active cycle C is replaced by two new cycles Ĉ1

and Ĉ2, and choosing both of them to be active we end up at 4 . Analogous arguments
can be used to treat situations 5 , 6 , 7 , 9 , 10 , 11 , and 12 , in some of these cases
we additionally choose resulting cycles of potential 0 to become passive.

In 4 , Cutter once again can respond with a move of type (a), or with one of type (b)
or (c). Let l be the label of the new edge f . If Cutter chooses a response of type (a), then
the path with labels (b, l, c) satisfies the conditions for a nesting path, and if we choose all
cycles of potential 0 to become passive we end up at 1 . Otherwise, by arguments similar
to those from 1 , we get two new active cycles, one with labels (x, d, z, d) where x and
z are uniquely appearing, and one consisting of an edge with a uniquely appearing label
and a nesting path. Since l in this case is also uniquely appearing, we arrive at 5 .

Finally, in 8 , if Cutter chooses a response of type (a), then marking all cycles of
potential 0 passive afterwards will put us in situation 1 . If he chooses a response of type
(b) or (c), then labels b,c, and d must become uniquely appearing by Lemma 4.7, thus we
arrive at 9 .

Now that we successfully defined a strategy for Marker, it only remains to show that by
following this strategy the value of each game state remains bounded. Recall that after
the preparatory phase the potential was at least −5. Marker’s strategy together with
Lemmas 5.1(2), 5.2(2), and 5.4(2)&(4) ensures that during the potential bounding phase
the potential does not decrease. The largest possible value for the term

∑
C∈Comp(D)
p(C,γ)>0

p(C, γ)
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arises in 5 and 9 , where it is equal to 5. So during this phase at any stage we have
−5 ⩽ 4(g0 − g)− 3v(γ) + 5, and consequently v(γ) ⩽ 4

3
g0 +

10
3
. □

§6. Bounds for the cop number

In this section, we use the Marker-Cutter game to derive bounds for the cop number of
graphs of a given genus. The following bound is a straightforward consequence of results
in the previous sections.

Theorem 6.1. c(G) ⩽ 4
3
g(G) + 5.

Proof. Given a graph G of genus g, there is a painting P of G on an orientable surface S
of genus g, and hence the surface FP has genus at most g. Since G ∼= GP , Theorem 3.10
implies that c(G) = c(GP) ⩽ v(FP) + 1. Theorem 1.4 implies that v(FP) ⩽ 4

3
g + 4 and

hence c(G) ⩽ 4
3
g + 5. □

In the remainder of this section, we describe some refinements to the cops’ strategy which
give minor improvements on the above bound. More precisely, we get c(G) ⩽ 4

3
g(G) + 3

if g(G) ̸≡ 2 mod 3, and c(G) ⩽ 4
3
g(G) + 4 if g(G) ≡ 2 mod 3. This easily follows from

the following theorem.

Theorem 1.3. For every g ∈ N, we have

c(g) ⩽ 4g

3
+

10

3
.

The key idea behind these improvements is that cutlines in the Marker-Cutter game can
be seen as guardable walks in the cops and robber game and vice versa. More precisely,
recall that the cutline fk chosen in stage k of the Marker-Cutter game induces a walk in
GPk

, and thus (by applying ψk) gives a walk in G = GP .
Using this intuition, the preparatory phase in Marker’s strategy can be replaced by a

short initial play in the cops and robber game. Indeed, assume that G = GP for some
painting P , and that after finitely many steps in the cops and robber game, we have cops
ci guarding a walk Wi for 1 ⩽ i ⩽ k. To each Wi we can associate a cutline fi that
induces it. We can further make sure that if Wi and Wj have an endpoint in common,
then ∂fi and ∂fj intersect, i.e. the corresponding cutlines start or end in a common point.
If the images of the cutlines are otherwise disjoint, then there is a play in the topological
Marker-Cutter game where in round i Marker picks ∂fi and Cutter picks fi.

Similarly to Theorem 3.10, we can show that if γ = (D,χ, g) is a game state obtained
by the play described in the above paragraph, then c(G) is at most one more than the
maximum v(Dk) that (restricted) Cutter can guarantee if the game starts at game state
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γ0 = γ (unless the initial strategy uses more cops, in which case c(G) is the number of
cops used in the initial strategy). The advantage of this is that it allows us to enter
the potential bounding phase at a lower potential. To this end, we use a strategy which
essentially corresponds to the first part of the proof of Proposition 3.2 in [12].

Lemma 6.2. Using a play as described above with at most 4 cops, we can reach γ =

(D,χ, g) where D consists of a single cycle labelled (a, b, a, c) and g = g0−1. In particular,
labels b and c are uniquely appearing.

Proof. As above assume that G = GP . Call a closed walk C non-trivial if for some (equiv-
alently any) cutline f with f(0) = f(1) which induces C, we have that Cut(FP , f) is con-
nected. Let A be a shortest non-trivial closed walk, and assume that A = (v1, v2, . . . , vk, v1).

Recall that v1 is a disk in P by definition of GP and let f be a cutline inducing C with
f(0) = f(1) in the interior of v1. Using minimality of A it is not hard to show that the
image of f intersects v1 in a line segment, and consequently Cut(v1, f) consists of exactly
two disks which we denote by w1 and w2. Let B′ be a shortest walk connecting w1 and w2

in GCut(P,f) and let B be the image of B′ under the homomorphism given by Lemma 3.9.
Let g be a cutline inducing B such that g(0) = g(1) = f(0) = f(1), and such that the

images of f and g are otherwise disjoint. Let f ′ be the cutline in Cut(P , g) defined by
f ′(x) = f(x) for x ∈ (0, 1) and choosing f ′(0) and f ′(1) such that f ′ becomes continuous.
Then f ′ induces a walk A′ in GCut(P,g). We claim that A′ is a shortest walk connecting its
endpoints. If not, let Â′ be a shorter such walk and let f̂ ′ be a cutline inducing Â′ such
that f̂ ′(0) = f ′(0) and f̂ ′(1) = f ′(1). Let f̂ be the image of f̂ ′ under the pasting map (see
Definition 2.1). Since the image of g meets both sides of f̂ it is clear that Cut(FP , f̂) is
connected, and consequently the image of Â under the homomorphism given by Lemma 3.9
is a non-trivial closed walk contradicting the minimality of A.

Let R consist of all vertices that are not contained in A or B. Since A′ is a shortest
walk between its endpoints in Cut(P , g), by Lemma 3.4 we conclude that A is guardable
in the subgraph GA of G induced by R∪A. Similarly, B is guardable in the subgraph GB

of G induced by R ∪B.
For the strategy, label the four cops by ca, cb, cc, cd. Then P1 = (v1, . . . , v⌊k/2⌋) and

P2 = (v⌈k/2⌉, . . . , vk) must be shortest paths between their endpoints, otherwise we could
find a shorter non-trivial walk A. In particular, by Lemma 3.3 we can use cc and cd to
guard P1 and P2 in G respectively. Next use cop cb to guard B in GB (note that the robber
must stay in GB to avoid capture). Then use ca to guard A in GA. From this point on, if
the robber enters A, he is caught by ca, and if he enters B, then he is caught by cb. We
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may thus release cc and cd from their respective guarding duties, and reassign cc to guard
B together with cb.

Choosing cutlines f ,g, and an appropriately chosen second cutline inducing B, it is not
hard to see that we reach the claimed game state. □

Proof of Theorem 1.3. We will show that, starting from the configuration given in Lemma
6.2, we can either maintain v(γ) ⩽ 4

3
g0 +

7
3

throughout the game, in which case we can
apply Theorem 3.10 to deduce the claimed bound, or we can achieve v(γ) ⩽ 4

3
g0 − 1

3
with

g = 1. In this case, we can switch back to the cops and robbers game and use 3 additional
cops to catch the robber.

So, let assume that we started the game according to Lemma 6.2, and let the unique
cycle in the resulting game state be labelled by (a0, b0, a0, c0). In the first move, Marker
chooses the endpoints of the edge labelled by c0. By Lemma 4.8, Cutter must respond
with a move of type (a), and we arrive at a game state γ = (D,χ, g) where g = g0−2, and
D consists of a cycle of length 2 with labels (c0, d0), and a cycle of length 4 with labels
(a0, b0, a0, c0).

We now follow the strategy given in Figure 5.1, pretending that the path with labels
(a0, c0, a0) was an edge with uniquely appearing label â0. Note that this is possible, because
the path contains the isolated label a0 and thus can play the role of an edge with a uniquely
appearing label in all applications of Lemmas 4.7 and 4.8. Furthermore, the path has the
same contribution to the potential as an edge with a uniquely appearing label whence
Lemmas 5.1, 5.2, and 5.4 (if we allow the path with labels (a0, c0, a0) as a nesting path)
can be used to show that applying the strategy given by Figure 5.1 does not decrease the
potential. Finally observe that the game state γ corresponds to situation 1 of Figure 5.1
(with the unique active cycle labelled with labels (â0, b0)).

Note that the potential of the game state described in Lemma 6.2 is 4 − 9 + 2 = −3.
Thus, as long as g ⩾ 1 we have −3 ⩽ g0 − 4− 3v(γ) + 5, and consequently v(γ) ⩽ 4

3
g0 +

4
3

by similar computations as in Theorem 1.4. Furthermore, if g = 0 and∑
C∈Comp(D)
p(C,γ)>0

p(C, γ) ⩽ 4,

then we obtain v(D) ⩽ 4
3
g0 +

7
3

as claimed.
We hence only need to rule out that the sum is equal to 5 while g = 0, in other words,

we need to avoid arriving at 5 or 9 of Figure 5.1 with g = 0. Observe that this can only
happen, if a few steps earlier we are at 2 with g ∈ {1, 4}.

If we ever encounter situation 2 with g = 4, we proceed as follows. Since all cycles
in D have potential 0, we know that the label â0 appears on a cycle of length 2 whose
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only other label (x, say) is not uniquely appearing. In other words, there is a cycle with
labels (a0, c0, a0, x), and pretending that the path with labels (a0, x, a0) is an edge with
uniquely appearing label ã0 we arrive at 2 with active cycles labelled (ã0, c0) and (c0, d0).
In particular, the nesting path is now a single edge with uniquely appearing label. Thus, if
Marker keeps playing the strategy given by Figure 5.1, then in situation 4 Cutter cannot
choose a move of type (b) or (c), hence we arrive at 1 with g = 2. If Cutter’s next reply
is (a), then we arrive at 2 with g = 1, and consequently we can use the strategy below.
If it is of type (b) or (c), then by sticking to the strategy in Figure 5.1 we finish the game
at 12 .

If we encounter situation 2 with g = 1, we switch back to the cops and robber game.
Note that at this point all cycles have potential 0, and similar calculations as in Theorem
1.4 give v(γ) ⩽ 4

3
g0 − 1

3
. In other words, in the cops and robber game we have at most

4
3
g0 − 1

3
cops guarding some subgraphs of G, and since g = 1 we know that the graph

spanned by the vertices that the robber can still visit without being caught has genus
at most 1. In particular, by results from [5], we can catch the robber using at most 3

additional cops thus proving Theorem 1.3. □
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